Personalized Multitask Learning for Predicting Tomorrow’s Mood, Stress, and Health

Sara Taylor*, Student Member, IEEE, Natasha Jaques*, Student Member, IEEE, Ehimwenma Nosakhare, Student Member, IEEE, Akane Sano, Member, IEEE, and Rosalind Picard, Fellow, IEEE

Abstract—While accurately predicting mood and wellbeing could have a number of important clinical benefits, traditional machine learning (ML) methods frequently yield low performance in this domain. We posit that this is because a one-size-fits-all machine learning model is inherently ill-suited to predicting outcomes like mood and stress, which vary greatly due to individual differences. Therefore, we employ Multitask Learning (MTL) techniques to train personalized ML models which are customized to the needs of each individual, but still leverage data from across the population. Three formulations of MTL are compared: i) MTL deep neural networks, which share several hidden layers but have final layers unique to each task; ii) Multi-task Multi-Kernel learning, which feeds information across tasks through kernel weights on feature types; and iii) a Hierarchical Bayesian model in which tasks share a common Dirichlet Process prior. We offer the code for this work in open source. These techniques are investigated in the context of predicting future mood, stress, and health using data collected from surveys, wearable sensors, smartphone logs, and the weather. Empirical results demonstrate that using MTL to account for individual differences provides large performance improvements over traditional machine learning methods and provides personalized, actionable insights.
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1 INTRODUCTION

PERCEIVED wellbeing, as measured by self-reported health, stress, and happiness, has a number of important clinical health consequences. Self-reported happiness is not only indicative of scores on clinical depression measures [1], but happiness is so strongly associated with greater longevity that the effect size is comparable to that of cigarette smoking [2]. Stress increases susceptibility to infection and illness [3]. Finally, self-reported health is so strongly related to actual health and all-cause mortality [4], that in a 29-year-study it was found to be the single most predictive measure of mortality, above even more objective health measures such as blood pressure readings [5].

Clearly, the ability to model and predict subjective mood and wellbeing could be immensely beneficial, especially if such predictions could be made using data collected in an unobtrusive and privacy-sensitive way, perhaps using wearable sensors and smartphones. Such a model could open up a range of beneficial applications which passively monitor users’ data and make predictions about their mental and physical wellbeing. This could not only aid in the management, treatment, and prevention of both mental illness and disease, but the predictions could be useful to any person who might want a forecast of their future mood, stress, or health in order to make adjustments to their routine to attempt to improve it. For example, if the model predicts that I will be extremely stressed tomorrow, I might want to choose a different day to agree to review that extra paper.

Unfortunately, modeling wellbeing and mood is an incredibly difficult task, and a highly accurate, robust system has yet to be developed. Historically, classification accuracies have ranged from 55-80% (e.g., [6]–[8]), even with sophisticated models or multi-modal data. In this paper, we use a challenging dataset where accuracies from prior efforts to recognize wellbeing and mood ranged from 56-74% [9], [10]. Across many mood detection systems, performance remains low despite researchers’ considerable efforts to develop better models and extract meaningful features from a diverse array of data sources.

We hypothesize that these models suffer from a common problem: the inability to account for individual differences. What puts one person in a good mood does not apply to everyone else. For instance, the stress reaction experienced by an introvert during a loud, crowded party might be very different for an extrovert [11]. Individual differences in personality can strongly affect mood and vulnerability to mental health issues such as depression [12]. There are even individual differences in how people’s moods are affected by the weather [13]. Thus, a generic, omnibus machine learning model trained to predict mood is inherently limited in the performance it can obtain.

We show that accounting for interindividual variability via MTL can dramatically improve the prediction of these wellbeing states: mood, stress, and health. MTL is a type of transfer learning, in which models are learned simultaneously for several related tasks, but share information through similarity constraints [14]. We show that MTL can allow each person to have a model tailored specifically for them, which still learns from all available data.
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the approach remains feasible even if there is insufficient data to train an individual machine learning model for each person. By adapting existing MTL methods to account for individual differences in the relationship between behavior and wellbeing, we are able to obtain state-of-the-art performance on the dataset under investigation (78-82% accuracy), significantly improving on prior published results.

In addition to showing the benefits of personalization, we undertake a more challenging task than is typically attempted when modeling mood. While most prior work has focused on detecting current mood state, we test the ability to predict mood and wellbeing tomorrow night (at least 20 hours in the future), using only data from today. Specifically, assume \( x_t \) represents all the smartphone, wearable sensor, and weather data collected about a person on day \( t \) (from 12:00am to 11:59pm). Let \( y_t \) be the person’s self-reported mood, stress, and health in the evening of day \( t \) (reported after 8pm). Previous work has focused on learning to model \( p(y_t|x_t) \); that is, the probability of the person’s current mood given the current data, which we refer to as mood detection. In contrast, we learn \( p(y_{t+1}|x_t) \), the probability of the person’s mood tomorrow given today’s data. This type of prediction could be considered a type of mood forecasting, providing an estimate of a person’s future wellbeing which could potentially allow them to better prepare for it — just as a weather forecast gives one a chance to take an umbrella rather than being left to be soaked by the rain.

Typical forecasting models make use of a history of prior labels to make predictions; i.e., such models learn the function \( p(y_{t+1}|y_t, y_{t-1}, \ldots, y_1, x_t, x_{t-1}, \ldots, x_1) \). Using such a model for mood forecasting is less than desirable, since it implies that a person must input their mood every day in order to obtain predictions about tomorrow. In contrast, we do not use any prior labels. Instead, we learn \( p(y_{t+1}|x_t) \), allowing us to predict an individual’s mood without ever requiring them to manually input a mood rating.

Our work makes the following contributions to the affective computing literature. We predict future wellbeing without requiring a history of collected wellbeing labels for each person. Our data are gathered in the “wild” as participants go about their daily lives, using surveys, wearable sensors, weather monitoring, and smartphones, and thus are relevant to use in a real-world wellbeing prediction system. We provide insights into the relationship between the collected data and mood and wellbeing, through an implicit soft clustering of users provided by the Bayesian model, and a learned weighting of input sources. Finally, we demonstrate the ability of MTL to train personalized models that can account for individual differences, and provide the developed code for the MTL models in open source. The insight that personalization through MTL can significantly improve mood prediction performance could be a valuable step towards developing a practical, deployable mood prediction system.

## 2 Related Work

The idea of estimating mood, stress, and mental health indicators using unobtrusive data collected from smartphones and wearables has been garnering increasing interest. For example, Bogomolov and colleagues [15] use smartphone data combined with information about participants’ personalities and the weather to detect stress with 72% accuracy. Other researchers have investigated using smartphone monitoring to detect depressive and manic states in bipolar disorder, attaining accuracy of 76% [8]. Detecting workplace stress is another growing body of research [15].

The insight that an impersonal, generic affect classifier cannot account for individual differences has been arrived at by several researchers. In estimating workplace stress, Koldijk and colleagues found that adding the participant ID as a feature to their model could improve accuracy in classifying mental effort [17]. Similarly, Canzian and colleagues found that training a generic SVM to classify depressive mood from location data and surveys resulted in sensitivity and specificity values of 0.74 and 0.78, respectively. By training an independent SVM for each person, the authors obtained values of 0.71 and 0.87 [18].

Finally, a detailed study reported that an omnibus model trained to detect all people’s mood based on smartphone communication and usage resulted in a prediction accuracy of 66% [7]. However, if two months of labeled data were collected for each person, then individual, independent personalized models could be trained to achieve 93% accuracy in mood classification! Since obtaining two months of training data per person can be considered somewhat unrealistic, the authors investigated methods for training a hybrid model that weights personalized examples more heavily, which can be used when there are fewer labeled training examples per person. In contrast with this work we focus on methods for making reasonable personalized predictions even in the absence of any labeled training data for a new person.

As mentioned above, almost all prior work of which we are aware has focused on mood detection, rather than true prediction; that is, learning \( p(y_t|x_t) \), where the model label \( y_t \) and data \( x_t \) are both collected on day \( t \). A recent paper published in April 2017 claims to be the first work to forecast future mood [19]. This work uses a Recurrent Neural Network (RNN) to predict mood given two weeks of mood history reported every day, learning the function \( p(y_{t+1}|y_t, y_{t-1} \ldots y_1, x_t, x_{t-1} \ldots, x_1) \). Using a large-scale dataset of 2,382 people, the authors achieved an AUC score of 0.886 in forecasting severely depressed mood. While a notable contribution, the drawback to this approach is that it requires a person to diligently input their mood every day. If one day is missed, a prediction cannot be made for the next two weeks. Further, the results reveal that past mood features are many times more effective at predicting future mood than any of the other data collected. Thus, using a mood history to predict future mood is a significantly easier problem. In contrast, we are able to predict tomorrow’s wellbeing given a rich set of data from today \( p(y_{t+1}|x_t) \), obtaining accurate predictions about an individual’s future mood through personalization, without requiring them to manually input self-reported labels.

### 2.1 Multitask Learning

MTL is a type of transfer learning, in which models are learned simultaneously for several tasks but share information through similarity constraints. Originally proposed as a
way to induce efficient internal representations within neural networks (NNs) [14]. MTL can be used across a variety of models. It can be considered a form of regularization, and can improve generalization performance [14] as long as tasks are sufficiently related [20]. Because MTL is beneficial when training data is scarce and noisy, it is well-suited to the messy, real-world problem of predicting mood.

Since Caruana’s original work, a variety of NN MTL methods have been explored. For example, face detection accuracy for a deep convolutional network can be improved by sharing layers with networks trained on similar tasks, like face pose estimation and facial landmark localization [21]. Multitasking has also been used successfully to train NNs with very little data; by using the same network to predict traffic flow in the past, present, and future, Jin and Sun were able to improve prediction accuracies using only 2112 samples of traffic data [22].

Hierarchical Bayesian learning is a popular approach to MTL; Baxter and colleagues provide a detailed overview [23]. The general approach is exemplified by an algorithm like Transfer-Aware Naive Bayes [20]; each task’s model’s parameters are drawn from a common prior distribution, thus imposing a similarity constraint. The model can update the parameters of the prior as it learns — for example, by decreasing the variance if the tasks are very similar. Bayesian inference techniques have been applied to a number of MTL scenarios. For example, MTL has been applied to a reinforcement learning problem in which each task is an environment an agent must explore, and the Markov Decision Process (MDP) learned for previous environments is treated as a strong prior on the model for a new environment [24].

MTL has also been explored within the Affective Computing community. The idea of treating predicting the affect of a single person as a task was introduced in conjunction with Multi-Task Multi-Kernel Learning (MTMKL) [25] using the DEAP dataset [26]. MTMKL is an MTL method specifically designed for Affective Computing applications which need to combine data from multiple disparate sources, or modalities [25]. A kernel function is computed using the features from each modality, and these are combined in a weighted sum. MTL is applied by learning separate kernel weights for each task, while constraining all tasks’ weights to be similar. Thus, information is shared across tasks through the kernel weights on the modalities [25]. While treating modeling different people as related tasks in MTMKL allows for personalization, it does not allow the model to generalize to a new person. In contrast, we first cluster people based on personality and treat predicting the wellbeing of a cluster as a task, allowing us to generalize to new users who have not input wellbeing labels by placing them into the appropriate cluster.

MTL can also be applied to Affective Computing by treating outcomes like arousal and valence as the related tasks in the model. This method was used in our prior work, which applied MTMKL to the dataset under investigation in this paper by treating the classification of happiness, stress, health, alertness, and energy as related tasks [10]. Similarly, Xia and colleagues improved the performance of a deep belief network by training it to simultaneously recognize both valence and arousal from speech [27]. In another study of speech emotion recognition, the authors found that treating different corpora, domains, or genders as related tasks in an MTL framework offered performance benefits over learning a single model over all of the domains, or learning a separate model for each domain [28].

3 METHODS

In what follows we describe several techniques for using MTL to account for interindividual differences in the relationship between behavior, physiology, and resulting mood and wellbeing. Each of the models can adapt to the specific characteristics of each person, while still sharing information across people through a) shared layers of a deep neural network (Section 3.1); b) a similarity constraint on each task’s classifier’s weights (Section 3.2); or c) a common prior shared across tasks (Section 3.3).

The most intuitive way to use MTL to customize a model for each person is to treat predicting the wellbeing of a single person as a single task. However, this approach may become untenable if there are few samples per person. Since it requires that each person have a unique, fully trained, task-specific model, each person would need to provide a sufficient amount of labeled data. This may constitute a disincentivizing burden on potential users. More importantly, such a model cannot generalize to new people or make accurate predictions about new users.

Therefore, we begin by clustering users based on their personality and gender, and treat predicting mood for a given cluster as one prediction task. In this way, we can easily make predictions for a new user without requiring them to input their mood on a daily basis; we simply use their personality and gender to assign them to the appropriate cluster. In this study, personality is computed using the Big Five trait taxonomy [29], via a questionnaire that takes approximately 10 minutes to complete. We apply K-means clustering to participants’ Big Five scores and gender, and assess cluster quality in an unsupervised way using silhouette score, which is evaluated based on the intra-cluster and nearest-cluster distance for each sample [30]. The number of clusters which produced the highest silhouette score was $K = 37$. Using a large number of clusters allows us to create fine-grained, highly customized models that make mood predictions for extremely specific types of people.

3.1 Neural Networks

To build a MTL neural network (NN), we begin with several initial hidden layers that are shared among all the tasks. These layers then connect to smaller, task-specific layers, which are unique to each cluster. Figure 1 shows a simplified version of this architecture. In reality, the network can have many shared and task-specific layers.

The intuition behind this design is that the shared layers will learn to extract information that is useful for summarizing relevant characteristics of any person’s day into an efficient, generalizable embedding. The final, task-specific layers are then expected to learn how to map this embedding to a prediction customized for each cluster. For example, if the shared layers learn to condense all of the relevant smartphone app data about phone calls and texting into an aggregate measure of social support, the task-specific
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are used to compute the error with respect to that batch using the typical cross-entropy loss function:

\[
L_H(Y, Y') = -\sum_{i=1}^{N} [y_i \log y'_i + (1 - y_i) \log(1 - y'_i)]
\]

A gradient step based on the loss is then used to update both the cluster-specific weights, as well as to adjust the weights within the shared layers. By continuing to randomly sample a new cluster and update both the cluster-specific and shared weights, the network will eventually learn a shared representation relevant to all clusters.

While deep learning is a powerful branch of ML, when training on small datasets such as the one under discussion in this paper it is important to heavily regularize the network to avoid overfitting. Although MTL itself is a strong form of regularization, we implement several other techniques to ensure generalizable predictions. As is common, we include the following L2 regularization term in the loss function: \(-\beta||W||_2^2\), where \(W\) are the weights of the network. We also train the network to simultaneously predict all three wellbeing labels to further improve the generalizability of the embedding. Finally, we implement dropout, a popular approach to NN regularization in which some portion of the network’s weights are randomly “dropped out” (set to 0) during training. This forces the network to learn redundant representations and is statistically very powerful. Using a dropout factor of 0.5 (meaning there is a 50% chance a given weight will be dropped during training) on a NN with \(n\) nodes is equivalent to training \(2^n\) NNs which all share parameters [31]. This is easy to verify; consider a binary variable that represents whether or not a node is dropped out on a given training iteration. Since there are \(n\) nodes, there are \(2^n\) possible combinations of these binary variables. Moreover, each of these sub-networks are trained on different, random mini-batches of data, and this bagging effect further enhances generalization performance.

### 3.2 Multi-Task Multi-Kernel Learning

As introduced in Section 2, the MTMKL algorithm developed by Kandemir et. al. [25] is a MTL technique designed for the problem of classifying several related emotions (tasks) based on multiple data modalities [25]. MTMKL is a modified version of Multi-Kernel Learning (MKL) in which tasks share information through kernel weights on the modalities. Here, we consider the problem of using MTMKL to build a personalized model that can account for individual differences. Therefore, we treat each task as predicting the wellbeing for one cluster; that is, a group of highly similar people which share the same gender or personality traits.

MTMKL uses a least-squares support vector machine (LSSVM) for each task-specific model. Unlike the canonical SVM, the LSSVM uses a quadratic error on the “slack” variables instead of an L1 error. As a result, the LSSVM can be learned by solving a series of linear equations in contrast to using quadratic programing to learn an SVM model. The LSSVM has the added benefit that when only a single label is present in the training data, its predictions will default to predict only that label.

The LSSVM can be learned by solving the following optimization problem, in which \(N\) is the total number of samples, \(x_i\) is the \(i\)th feature vector, \(y_i\) is the \(i\)th label, \(k(x_i, x_j)\) is a kernel function, and \(\alpha\) is the set of dual coefficients as in a conventional SVM:

\[
\begin{align*}
\text{maximize}_{\alpha} \quad & -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j k(x_i, x_j) \\
\text{subject to} \quad & \sum_{i=1}^{N} \alpha_i y_i = 0
\end{align*}
\]

In MKL, we build on the LSSVM by adjusting the kernel function. In particular, we use a kernel function to compute the similarity between feature vectors for each modality \(m\), and the kernels are combined using a weighted sum. The weights depend on the usefulness of each modality in prediction. That is, more useful modalities will have larger kernel weights so that differences in that data modality are more helpful in prediction.

Concretely, we assign a kernel \(k_m\) to the features in modality \(m\), as in typical MKL. We restrict the model space by using the same kernel function (e.g., an RBF kernel) for each modality. The modality kernels are combined into a single kernel, \(k_\eta\), in a convex combination parameterized by the kernel weighting vector, \(\eta\). Let \(x^{(m)}_i\) be the \(i\)th feature vector that contains only the features belonging to modality \(m\), and \(M\) be the total number of modalities. Then \(k_\eta\) is defined as follows:
\[ k_\eta(x_i, x_j; \eta) = \sum_{m=1}^{M} \eta_m k_m(x_i^{(m)}, x_j^{(m)}) \]

such that \( \eta_m > 0, m = 1, \ldots, M \) and \( \sum_{m=1}^{M} \eta_m = 1 \). Thus the LSSVM-based MKL model can be learned using the same optimization as the LSSVM with the additional constraint of the convex combination of kernel weights \( \eta \).

When multiple tasks are learned at the same time in MTMKL, each task \( t \) has its own vector of kernel weights, \( \eta^{(t)} \), which are regularized globally by a function which penalizes divergence from the weights of the other tasks. This allows information about the kernel weights to be shared between tasks so that each task benefits from the data of other tasks. In particular, if the model is highly regularized, then the kernel weight on the \( m \)th modality (i.e., \( \eta_m^{(t)} \)) will be very similar across all tasks \( t \). As such, each task will treat the modalities as having similar importance. Note that even though the kernel weights might be highly regularized, the task-specific models can still learn a diverse set of decision boundaries within the same kernel space.

The optimal \( \eta^{(t)} \) for all tasks \( t = 1, \ldots, T \) can be learned by solving a min-max optimization problem to the LSSVM-based MKL model, but with the addition of the regularization function, \( \Omega(\{\eta^{(t)}\}_{t=1}^{T}) \). A weight \( \nu \) placed on the regularization function \( \Omega(\cdot) \) controls the importance of the divergence. When \( \nu = 0 \) the tasks are treated independently, and as \( \nu \) increases, the task weights are increasingly restricted to be similar.

For simplicity of notation we denote the objective function for a single task’s LSSVM-based MKL model as follows:

\[
J^{(t)}(\alpha^{(t)}, \eta^{(t)}) = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i^{(t)} \alpha_j^{(t)} y_i y_j k_\eta^{(t)}(x_i, x_j) - \frac{1}{2C} \sum_{i=1}^{N} \alpha_i^2 + \sum_{i=1}^{N} \alpha_i
\]

where the superscript \( (t) \) denotes the parameters or functions specific to task \( t \).

Thus, all of the parameters of the LSSVM-based MTMKL model can be learned by solving the following min-max optimization problem:

\[
\text{minimize } \maximize_{\{\eta^{(t)}\}_{t=1}^{T}, \{\alpha^{(t)}\}_{t=1}^{T}} \nu \Omega(\{\eta^{(t)}\}_{t=1}^{T}) + \sum_{t=1}^{T} J^{(t)}(\alpha^{(t)}, \eta^{(t)})
\]

subject to

\[
\begin{align*}
\sum_{i=1}^{N} \alpha_i y_i &= 0 \\
\sum_{m=1}^{M} \eta_m^{(t)} &= 1, t = 1, \ldots, T \\
\eta_m^{(t)} &\geq 0, \forall m, \forall t
\end{align*}
\]

Let the joint objective function be \( O_\eta \). We write the gradient as follows:

\[
\frac{\partial O_\eta}{\partial \eta_m^{(t)}} = \nu \frac{\partial}{\partial \eta_m^{(t)}} \Omega(\{\eta^{(t)}\}_{t=1}^{T}) - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i^{(t)} \alpha_j^{(t)} y_i^{(t)} y_j^{(t)} k_\eta^{(t)}(x_i^{(m)}, x_j^{(m)})
\]

Algorithm 1 MTMKL Algorithm

1: Initialize \( \eta^{(t)} \) as \((1/T, \ldots, 1/T)\), \( \forall t \)
2: while not converged do
3: Solve each LSSVM-based MKL model using \( \eta^{(t)} \), \( \forall t \)
4: Update \( \eta^{(t)} \) in the direction of \( -\partial O_\eta / \partial \eta^{(t)} \), \( \forall t \)
5: end while

Following Kandemir et. al. [25], we use two different regularization functions. The first, \( \Omega_1(\cdot) \), penalizes the negative total correlation, as measured by the dot product between the two kernel weight vectors \( < \eta^{(t_1)}, \eta^{(t_2)} > \):

\[
\Omega_1(\{\eta^{(t)}\}_{t=1}^{T}) = -\sum_{t_1=1}^{T} \sum_{t_2=1}^{T} < \eta^{(t_1)}, \eta^{(t_2)} >
\]

The second regularization function, \( \Omega_2(\cdot) \), penalizes the distance of kernel weights in Euclidean space:

\[
\Omega_2(\{\eta^{(t)}\}_{t=1}^{T}) = \sum_{t_1=1}^{T} \sum_{t_2=1}^{T} ||\eta^{(t_1)} - \eta^{(t_2)}||_2
\]

3.3 Hierarchical Bayesian Logistic Regression (HBLR)

The methods we have presented so far rely on clustering participants \textit{a priori} based on their personality and demographics, in order to build a robust model that can generalize to new people. However, it would be preferable if we could train a model to automatically cluster participants, not based on characteristics we assume to be related to mood prediction, but instead directly using the unique relationship each person has between their physiology, behavior, the weather, and their resulting mood. As mentioned previously, individuals may be affected very differently by the same stimuli; e.g., one person may become more calm while the weather is rainy, while another may become annoyed. The ability to group individuals based on these differing reactions could thus be highly valuable.

Therefore, we now consider a non-parametric hierarchical Bayesian model which can implicitly learn to cluster participants that are most similar in terms of their relationship between the input features and their resulting mood. Further, the model learns a soft clustering, so that a participant does not need to be assigned to a discrete, categorical cluster, but rather can belong to many clusters in varying degrees.

In hierarchical Bayesian MTL approaches, the model for each task draws its parameters from a common prior distribution. As the model is trained, the common prior is updated, allowing information to be shared across tasks. The model we adopt, which was originally proposed by Xue et. al. [32], draws logistic regression (LR) weights for each
task from a shared Dirichlet Process (DP) prior; we call this model Hierarchical Bayesian Logistic Regression (HBLR).

In contrast with our prior approaches (MTL-NN and MTMKL), the HBLR model allows us to directly define each task as predicting the wellbeing of a single person, since the model is able to implicitly learn its own clustering over people. While the implicit clustering provides valuable insights into groups of people that have a different relationship between their physiology, behavior, and wellbeing, it also means that HBLR cannot make predictions about a new person’s mood without first receiving at least one labeled training data point from that person. Still, HBLR can quickly be adapted to make predictions about a new person [32], and the predictions will improve with more data.

The implicit clustering mechanism is accomplished through the choice of the Dirichlet Process prior. The DP prior induces a partitioning of the LR weights into K clusters, such that similar tasks will end up sharing the same weights. Specifically, for each task t, the model parameters $\omega^{(t)}$ are drawn from a common prior $G$ which is sampled from a DP:

$$w^{(t)} | G \sim G, G \sim DP(\alpha, G_0), G_0 \sim N_d(\mu, \Sigma)$$

where $Ga$ is a Gamma distribution and $N_d$ is a $d-$dimensional multivariate normal distribution. The distribution $G_0$ is the base distribution and represents our prior belief about the distribution from which the weights are drawn. Following [32], we set $\mu = 0$ and $\Sigma = \sigma I$, which reflects the prior belief that the weights should be uncorrelated and centered around zero (equally likely to be positive or negative). Here, $\sigma$ is a hyperparameter. The scaling or innovation parameter of the DP $\alpha > 0$ affects the likelihood that a new cluster will be generated; as $\alpha$ decreases the weights generated by the DP will become more concentrated around only a few distinct clusters. In this case, $\alpha$ is distributed according to a diffuse prior represented by a Gamma distribution with hyperparameters $\tau_1$ and $\tau_2$.

The goal of the HBLR model is to learn a posterior distribution over the variables defined above given the observed data. When each task is defined as learning the distribution as follows:

$$\omega^t \sim N_d(\theta, \Gamma), k = 1, \ldots, K$$

Note that in expectation $(\theta_k, \Gamma_k)$ center around the $\mu$ and $\Sigma$ parameters of the base distribution.

To learn all the parameters, we use a coordinate ascent algorithm developed by Xue et. al. [32]. The parameters $(\Phi, \{\theta_k\}_{k=1}^K, \{\Gamma_k\}_{k=1}^K)$ are initialized to their respective uniform priors; that is, each task having equal contribution to each cluster to initialize $\Phi$ and setting $\theta_k$ and $\Gamma_k$ to $\mu$ and $\Sigma$ for each $k$. Each parameter is then iteratively re-estimated until convergence.

To predict a new test sample $x^*_t$, we would ideally like to use the following equation, where we integrate over the learned distribution on the classifier’s weights:

$$p(y^t = 1 | x^*_t, \Phi, \{\theta_k\}_{k=1}^K, \{\Gamma_k\}_{k=1}^K) = \int \sigma(w^T x^*_t) N_d(\theta_k, \Gamma_k) dw^*_k$$

where $\sigma$ is the sigmoid function of a typical LR classifier. However, computing this integral is intractable. Therefore, the prediction function uses an approximate form of the integral derived in [33]:

$$p(y^t = 1 | x^*_t, \Phi, \{\theta_k\}_{k=1}^K, \{\Gamma_k\}_{k=1}^K) \approx \sum_{k=1}^K \phi^t_k \sigma \left( \frac{\theta^T x^*_t}{\sqrt{1 + \frac{\theta^T x^*_t \Gamma_k x^*_t}{\tau}}} \right)$$

### 4 Mood Prediction Dataset

The data for this research were collected as part of the “SNAPSHOT Study” at MIT and Brigham and Women’s Hospital, an ambulatory study of Sleep, Networks, Affect, Performance, Stress, and Health using Objective Techniques [34]. Participants were college students who were monitored for 30 days each. The study gathers rich data, including daily smartphone, physiological, behavioral and mood data.

#### 4.1 Classification labels and dataset

The goal of this work is to use the data from the SNAPSHOT study for predicting students’ wellbeing (mood, stress, and health). Each morning and evening, participants self-reported their mood (sad/happy), stress (stressed...
out/calm), and health (sick/healthy) on a visual analog scale from 0-100; these scores are split based on the median value to create binary classification labels. Previous work has relied on discarding the most neutral scores before creating binary labels in order to disambiguate the classification problem; i.e., the middle 40% of scores were discarded due to their questionable nature as either a ‘happy’ or ‘sad’ state \cite{9, 10}. We instead make the problem decidedly harder by discarding only the middle 20% of scores. We also discard participants with less than 10 days worth of data, since they could not provide enough data to train viable models. The resulting dataset comprises 104 users and 1842 days.

Figure 2 shows the raw values reported for mood, stress, and health for each participant after the middle 20% of scores have been removed. Points appearing above the removed values are assigned a positive classification label, while points below are assigned a negative label. As is apparent from the figures, although some participants predominately report one label class almost all participants’ reports span the two classes. This implies that the need for personalization is not simply due to the fact that some participants are consistently sad while some are consistently happy, for example. Personalization is required because people react differently to very similar stimuli, and a single, impersonal classifier cannot capture these differences.

4.2 Features
To predict the labels, 343 features are extracted from the smartphone logs, location data, physiological sensor recordings, and behavioral surveys obtained about participants each day. Due to the rich, multi-scale nature of the data collected, careful feature extraction is critically important, and has been explored in detail in previous work \cite{9, 10}. Here we provide a brief overview of the feature types.

Physiology: 24-hour-a-day skin conductance (SC), skin temperature, and 3-axis acceleration were collected at 8 Hz using wrist-worn Affectiva Q sensors. SC is controlled by the sympathetic nervous system (SNS); when the body experiences a “fight or flight” response, a peak in the SC signal termed an SCR will occur. Using the SC signal, we automatically remove noise using a pre-trained algorithm \cite{35}, detect SCRs, and compute features related to their amplitude, shape, and rate, which are shown in Figure 3.

The skin temperature and accelerometer data are also used to compute features; from the latter, we extract measures of activity, step count, and stillness. Since physical activity reduces stress and improves mood \cite{36}, and skin temperature is related to the body’s circadian rhythm \cite{37}, we expect these features to be highly relevant. We also weight the SCR features by stillness and temperature, since we are interested in SCRs due to emotion and stress rather than exertion or heat. In total we compute 172 physiology features over different periods of the day.

**Phone (call, SMS, screen):** an app on participants’ phones logs their calls, text messages (SMS), and whenever the phone’s screen is turned on or off. Features are computed based on the timing and duration of these events and the number of unique contacts with whom each person interacts. This gives a total of 20 call, 30 SMS, and 25 screen features. An example of SMS data is shown in Figure 4, in which the texting pattern on a sad day appears noticeably different than on another day.

For both the physiology and phone, each feature set is computed over four time intervals: 12-3AM, 3-10AM, 10AM-5PM, 5-11:59PM. These intervals were determined by examining density plots of the times students were most likely to be asleep (3-10AM), or in class (10AM-5PM), as shown in Figure 5.

**Behavioral surveys and extrinsic variables:** 38 features are computed on students’ self-reported extra-curricular and academic activities, exercising, sleeping, napping, social interactions, and alcohol and drug consumption. We also
include 3 extrinsic variables that would be available to any smartphone app: the participant ID, the day of the week, and whether it is a school night.

Weather: Previous studies have reported on how the weather effects mood, particularly in relation to Seasonal-Affective Disorder [37], [38]. Additionally, it is well known that there are particular seasons of the year (i.e. winter) that have higher rates of poor health. Therefore, we extracted 40 features about the weather from from DarkSky’s Forecast.io API [39]. These features include information about sunlight, temperature, wind, Barometric pressure, and the difference between today’s weather and the rolling average.

Location: the smartphone app logs participants’ GPS coordinates throughout the day. After cleaning, interpolating, and downsampling this signal, we compute a total of 15 features including the total distance traveled, the radius of the minimal circle enclosing the location samples, time spent on the university campus, and time spent outdoors based on wifi usage. The location coordinates are also used to learn a Gaussian Mixture Model (GMM), giving a probability distribution over each participant’s typical locations (see Figure 6). We then compute features such as the log likelihood of the location pattern for each day. In essence, this measures the routineness of the participant’s day, which we have found to be negatively associated with happiness and calmness [9]. Note that since the GMM is learned from the location history of a participant, models trained on these features cannot be run without collecting a few days of location data for each participant; still, the participant does not need to self-report labels to benefit from the model.

Feature selection: Since the dataset is small, we apply feature selection to reduce the chance of overfitting. While there are many ways to do this, in this work features are selected based on assessing ANOVA F-scores between each feature and the classification label using the training data and removing highly correlated features, with the constraint that at least one feature from each of the above data sources is retained. This process gave rise to a total of 21 features, which are listed in Table 1.

### Table 1: Selected 21 features and modalities

<table>
<thead>
<tr>
<th>Modality</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifer</td>
<td>Day of the week</td>
</tr>
<tr>
<td>Physiology 3am-10am</td>
<td>% mins with &gt;= 5 SCRs (w/o artifacts)</td>
</tr>
<tr>
<td></td>
<td>Temperature weighted SCR AUC</td>
</tr>
<tr>
<td>Location</td>
<td>Time on campus</td>
</tr>
<tr>
<td></td>
<td>Log likelihood of day given previous days</td>
</tr>
<tr>
<td>Call</td>
<td>Total missed calls</td>
</tr>
<tr>
<td>SMS</td>
<td>Total incoming (midnight-5am)</td>
</tr>
<tr>
<td></td>
<td>Number of unique contacts outgoing</td>
</tr>
<tr>
<td></td>
<td>Number unique incoming (5-11:59pm)</td>
</tr>
<tr>
<td></td>
<td>Number unique outgoing (5-11:59pm)</td>
</tr>
<tr>
<td>Screen</td>
<td>Total duration (Midnight-5am)</td>
</tr>
<tr>
<td></td>
<td>Total number on/off events (5-11:59pm)</td>
</tr>
<tr>
<td>Survey Activities</td>
<td>Exercise duration</td>
</tr>
<tr>
<td></td>
<td>Study duration</td>
</tr>
<tr>
<td>Survey Interaction</td>
<td>Positive social interaction</td>
</tr>
<tr>
<td></td>
<td>Presleep in-person interaction (T/F)</td>
</tr>
<tr>
<td>Survey Sleep</td>
<td>Number of naps</td>
</tr>
<tr>
<td></td>
<td>All-nighter (T/F)</td>
</tr>
<tr>
<td>Weather</td>
<td>Cloud cover rolling std. dev.</td>
</tr>
<tr>
<td></td>
<td>Max precipitation intensity</td>
</tr>
<tr>
<td></td>
<td>Pressure rolling std. dev.</td>
</tr>
</tbody>
</table>
was used to partition the SNAPSHOT data into a train and test set. We then apply 5-fold cross validation to the training set to test a number of different parameter settings for each of the algorithms described in Section 3. Finally, each model is re-trained using the optimal parameter settings, and tested once on the held-out testing data; the test performance is reported in the following section.

Due to space constraints and the number of models investigated, we do not report the optimal hyperparameter settings for each model but will provide them upon request. Instead, we will simply specify that for training the NNs, we consistently used learning rate decay and the Adam optimizer [40], and tuned the following settings: the number and size of hidden layers, batch size, learning rate, whether or not to apply dropout, and the L2 weight. Based on previous work that has successfully trained MTL NNs with few samples [22], we choose a simple, fully-connected design with 2-4 hidden layers. For HBLR, we tuned the \( \tau_1, \tau_2 \), and \( \sigma \) parameters, while for MTMKL we tuned \( C, \beta \), the type of kernel (linear vs. radial basis function (RBF)), the type of regularizer function \( (\Omega_1(\cdot) \cdot \Omega_2(\cdot)) \), and \( \nu \). For MTMKL we also define the following modalities: classifier, location, survey interaction, survey activities, survey sleep, weather, call, physiology from 3am to 10am, screen, and SMS. More detail on these modalities is provided in Table 1.

All of the code for the project, which is written in Python and TensorFlow [41], has been released open-source and is available at https://github.com/mitmedialab/personalizedmultitasklearning.

### 5.1 Analysis of HBLR clusters

Because the clusters learned by the HBLR model may be fundamentally different than those that can be obtained using other methods, we are interested in defining a way to analyze which type of participants are represented within each cluster. For example, does a certain cluster tend to analyze which type of participants are represented within each cluster. For example, does a certain cluster tend to contain participants that have a significantly higher trait anxiety score (as measured by the pre-study survey)?

The analysis is complicated by the fact there is no discrete assignment of participants to clusters; rather, a participant may have some degree of membership in many or all of the clusters, as defined by \( \phi^{(t)} \). To solve this issue, we first define a matrix \( P \in \mathbb{R}^{T \times M} \), where \( T \) is the number of participants and \( M \) is the number of pre-study measures (such as Big Five personality, PSS, etc.). Thus, \( P_{t,m} \) represents person \( t \)'s score on measure \( m \). Using \( P \), we can then compute a score representing the average value of each pre-study measure for each cluster, as follows:

\[
Q_{k,m} = \frac{\sum_{t} P_{t,m} \phi^{(t)}_k}{\sum_{k} \phi^{(t)}_k}
\]

where \( Q \in \mathbb{R}^{K \times M} \) and \( K \) is the number of clusters learned by the HBLR model. \( Q_{k,m} \) can be considered a weighted average of a cluster’s pre-study trait, where the weights are the degree of membership of each participant in that cluster.

To test whether a cluster’s \( Q_{k,m} \) value is significantly different than the group average, we use a one-samples t-test to compare \( Q_{k,m} \) to the values for measure \( m \) reported by participants on the pre-study survey. We apply a Bonferroni correction based on the number of comparisons made across the different clusters within each outcome label (i.e. mood, stress, health).

### 6 Results and Discussion

The accuracy and Area Under the ROC Curve (AUC) of each of the mood prediction models is shown in Table 2 along with the majority class baseline (the performance that can be expected from simply predicting the most frequent label in the training data). For most models, we found that using feature selection improved performance. Since NNs often benefit from large input vectors, we tested the performance of the MTL-NN on the full set of 343 features as well, and include these results in Table 2.

As shown in the table, the accuracy obtained using traditional STL ML classifiers is poor, reaching a maximum of only 60-66%; this is similar to prior work that trained STL classifiers to detect mood on a simplified version of this dataset [9]. The performance obtained with the three MTL models when multitasking over the related outcome labels, i.e. mood, stress, and health is shown as MTL - moods. Evidently, multitasking in this way does not significantly enhance performance. This could be because the outcome labels are not sufficiently related to each other to benefit from sharing parameters, or that the regularization imposed by MTL limits the models’ capacity more than it benefits the generalization performance. Therefore, it is clear that at least for this data, MTL alone is not sufficient to improve mood prediction classifiers.

Rather, it is using MTL to account for individual differences that is important. As is clear from both Table 2 and Figure 7 using MTL to personalize ML models by multitasking over clusters of similar people provides dramatic improvements to mood prediction performance. The improvement in accuracy over the non-personalized models ranges from 11-21%. McNemar tests of the predictions with a Bonferroni correction applied within each label type revealed that the personalized models significantly outperformed (\( p < .05 \)) both the STL and MTL - moods approaches, over all model and label types. These scores represent state-of-the-art performance on this dataset, surpassing prior published work by 5-13% prediction accuracy [9], [10].

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Mood</th>
<th>Stress</th>
<th>Health</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Majority class</td>
<td>54.4%</td>
<td>50.7%</td>
</tr>
<tr>
<td>STL</td>
<td>LSSVM</td>
<td>60.2%</td>
<td>60.1%</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>56.9%</td>
<td>59.4%</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>60.5%</td>
<td>60.1%</td>
</tr>
<tr>
<td></td>
<td>NN (all feats)</td>
<td>65.8%</td>
<td>67.9%</td>
</tr>
<tr>
<td>MTL - moods</td>
<td>MTMKL</td>
<td>59.4%</td>
<td>58.7%</td>
</tr>
<tr>
<td></td>
<td>MTL-NN</td>
<td>60.2%</td>
<td>60.1%</td>
</tr>
<tr>
<td></td>
<td>MTL-NN (all feats)</td>
<td>67.0%</td>
<td>68.2%</td>
</tr>
<tr>
<td>MTL - people</td>
<td>MTMKL</td>
<td>75.7%</td>
<td>79.7%</td>
</tr>
<tr>
<td></td>
<td>HBLR</td>
<td>72.0%</td>
<td>73.4%</td>
</tr>
<tr>
<td></td>
<td>MTL-NN</td>
<td>77.6%</td>
<td>78.6%</td>
</tr>
<tr>
<td></td>
<td>MTL-NN (all feats)</td>
<td>78.4%</td>
<td>81.5%</td>
</tr>
</tbody>
</table>

TABLE 2: Prediction performance (Accuracy and AUC) of the STL, MTL-moods, and MTL-user methods. Bolded entries represent significant improvements over the STL model, indicating that multitasking for personalization is by far the most effective approach.

Given the impressive performance of the personalized MTL models, in the following sections we focus on analyzing the weights and clusters learned by the personalized
MTMKL and HBLR models, both of which can help provide important insights into how the wellbeing of different groups of people is affected by their physiology, their behavior, their use of technology, and the weather.

6.1 MTKML

The MTKML model learns a weighting over the 10 modalities for each task. As described in Section 3.2, the $\nu$ parameter controls how strongly the tasks’ weights are constrained to be similar. Figure 8 shows the weights learned by the personalized MTKML model for each outcome label and each cluster of people. The figure demonstrates that for predicting stress, the hyperparameter search selected a large value of $\nu$, which constrained the kernel weights to be highly similar across all clusters. However, for mood the value of $\nu$ was much smaller, resulting in more diverse kernel weights for the different tasks. This could suggest that there is more individual variability in how well these features can predict mood, while the relationship to stress is more consistent. It appears that for mood prediction, differences in features like location and screen are important for some types of people but not others.

The modality weights learned by MTKML can potentially provide interesting insights for designing a mood prediction system. For example, we see that for this set of features, overall the differences in weather, SMS, and survey (representing exercise and studying duration) tend to be more informative. This may suggest that not only is it important to include weather in a mood prediction system, but that developing ways to automatically and unobtrusively detect when a participant is exercising or studying could be a valuable time investment. Further, we see that the call features tend to be less informative compared to the other features, so perhaps it is not necessary to monitor participants’ call patterns to predict wellbeing. Removing this form of data collection could potentially enhance privacy for participants in the SNAPSHOT study.

6.2 HBLR

The HBLR model learns a non-parametric soft clustering of participants based on the relationship between their input features and resulting mood. Figure 9 shows the clustering learned for predicting each of the three outcome labels, where the intensity of the color represents the degree to which each participant belongs to each cluster. The number of clusters which had at least one participant with a degree of membership exceeding machine epsilon were 4, 3, and 17 for the mood, stress, and health prediction models, respectively. However, this does not imply that there are only three types of people which have a different relationship between the features and stress. Because of the soft clustering, a given person can belong to many clusters and thus combine the decision boundaries learned for each, as explained below.

As discussed previously, each cluster in the HBLR model learns a multivariate normal distribution over the weight vector $w^*_k$. In Figure 10 we show examples of the different marginal distributions learned over a single feature (total number of screen on events (5pm-midnight)) for the four mood clusters. We note that for these two features, cluster 0 and cluster 1 have very different distributions on the LR weights. For example, in Figure 10 we see that cluster 0 places a negative weight on the feature whereas cluster 1
places a positive weight on the same feature. Thus, when participants who belong almost exclusively to cluster 0 use their phone excessively in the evening, the model will be more likely to predict a sad day tomorrow. In contrast, the model is more likely to predict a happy day tomorrow for participants belonging almost exclusively to cluster 1 based on the same behavior.

Fig. 9: Resulting soft clustering (Φ) when predicting the different labels (mood, stress, and health). Each row shows one of the 104 participant’s degree of membership in each cluster. We note that there were 4, 3, and 17 clusters needed in predicting happiness, stress, and health, respectively.

However, because participants do not belong exclusively to one cluster or another, the marginal distribution over a weight parameter for a given participant can be more complex than a multivariate normal. For example, Figure 11 shows an example of the weight distributions for 3 different participants. For Participant 5, the model has constructed a bimodal distribution over the weight by combining the distributions of multiple clusters. Thus, the model is able to customize the decision boundary for each person while still clustering the participants into similar archetypes.

As described in Section 5.1, we would like to determine if the clusters learned by the HBLR model differ significantly in terms of the typical personality or mental health scores of the participants. Following the procedure outlined in that section, we computed the average scores for each cluster on each of the pre-study trait measures (i.e. the matrix Q), then conducted a limited number of significance tests with a Bonferroni correction to determine if there were significant differences among the clusters for some of the traits. Since the HBLR clustering is based on latent factors underlying the data that are unknown before training, it is not possible to determine a priori what traits may be particularly relevant to a given cluster. Below, we discuss the results of these computations for some notable traits of the mood and stress clusters. We do not show the same analysis for health, since the 17 different clusters in the health model render it impractical to present the results.

Table 3 shows the relevant trait values for the mood clusters, including the average value for those traits computed over all participants in the study. According to these findings, the clusters learned by the HBLR model in predicting mood can be characterized as a) Judging and Sensing personality types; b) people with better than average sleep quality (PSQI); c) Agreeable people, and d) happy Extraverts with low state and trait anxiety. This could suggest that these traits are highly relevant for predicting how a person’s mood will change given the input features. For example, since poor sleep quality has been shown to have a negative effect on mood [42], perhaps the normally high sleep quality of participants in cluster 1 makes their mood more sensitive...
The results of the same analysis of HBLR cluster pre-study measures for the stress model are shown in Table 4. In this case, none of the clusters differed significantly from the group average in terms of the percentage of calm days. While we did not detect any significant differences from the group average for cluster 0, cluster 1 represents an intuitively salient group: conscientious students with a high GPA. It makes sense that this clustering would be relevant to predicting stress, since conscientious students who are concerned about their grades are likely to have strong stress reactions in an academic environment. As shown in Figure 13 this cluster places a positive weight on the “likelihood of day” feature, which is a measure of how routine the participants location patterns were that day, and will be higher if the participant travels mainly to typical work and home locations. Stress cluster 2 represents students who are extraverted, with slightly increased BMI and lowered physical health. In examining Figure 13 we can see that cluster 2 has highly positive mean feature weights on the SMS features, which is consistent with the trait of Extraversion. On the contrary, cluster 1 has highly negative weights on the social SMS features, meaning more SMS use for these participants would increase the likelihood of predicting a stressful day tomorrow. One of several possible explanations is that perhaps these conscientious, high GPA students become stressed by having to balance their academic goals and social life.

### TABLE 3: Computed pre-study measures for the HBLR mood prediction clusters. Bolded entries represent significant differences from the sample average.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Pre-study measure</th>
<th>All participants</th>
<th>Cluster</th>
<th>Q_{km}^t</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Percent happy days</td>
<td>M = 39, SD = 37</td>
<td>56</td>
<td>-7.96</td>
<td>&gt; .01</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Judging</td>
<td>M = 01, SD = 21</td>
<td>73</td>
<td>-7.69</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Sensing</td>
<td>M = 47, SD = 20</td>
<td>57</td>
<td>-7.22</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Percent happy days</td>
<td>M = 39, SD = 24</td>
<td>35</td>
<td>-1.81</td>
<td>&gt; .01</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>PSQI</td>
<td>M = 4.7, SD = 2.3</td>
<td>4.1</td>
<td>3.48</td>
<td>&gt; .01</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Percent happy days</td>
<td>M = 40, SD = 34</td>
<td>41</td>
<td>2.29</td>
<td>&gt; .01</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Agreeableness</td>
<td>M = 50, SD = 28</td>
<td>43</td>
<td>3.63</td>
<td>&lt; .01</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Percent happy days</td>
<td>M = 40, SD = 37</td>
<td>76</td>
<td>-8.00</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Extraversion</td>
<td>M = 40, SD = 30</td>
<td>76</td>
<td>-13.1</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>State anxiety</td>
<td>M = 38, SD = 10</td>
<td>30</td>
<td>10.9</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Trait anxiety</td>
<td>M = 41, SD = 10</td>
<td>36</td>
<td>9.85</td>
<td>&lt; .001</td>
<td></td>
</tr>
</tbody>
</table>

Table: Computed pre-study measures for the HBLR stress prediction clusters. Bolded entries represent significant differences from the sample average.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Pre-study measure</th>
<th>All participants</th>
<th>Cluster</th>
<th>Q_{km}^t</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Percent calm days</td>
<td>M = 38, SD = 38</td>
<td>46</td>
<td>-1.88</td>
<td>&gt; .01</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Percent calm days</td>
<td>M = 38, SD = 38</td>
<td>55</td>
<td>-3.95</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Conscientiousness</td>
<td>M = 51, SD = 29</td>
<td>56</td>
<td>3.43</td>
<td>&lt; .01</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Percent calm days</td>
<td>M = 38, SD = 38</td>
<td>39</td>
<td>2.92</td>
<td>&gt; .01</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Extraversion</td>
<td>M = 49, SD = 30</td>
<td>56</td>
<td>-4.50</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>BMI</td>
<td>M = 24, SD = 4.4</td>
<td>25</td>
<td>4.09</td>
<td>&lt; .001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>PCS</td>
<td>M = 58, SD = 4.2</td>
<td>57</td>
<td>3.77</td>
<td>&lt; .01</td>
<td></td>
</tr>
</tbody>
</table>

### 7 CONCLUSIONS AND FUTURE WORK

This work has demonstrated that accounting for individual differences through MTL can substantially improve mood and wellbeing prediction performance. This performance enhancement is not simply due to the application of MTL, but rather through the ability of MTL to allow each person to have a model customized for them, but still benefit from the data of other people through hidden layers of a deep neural network, kernel weights, or a shared prior. The three methods we have explored offer different strengths, including the ability to learn how the importance of feature types differs across tasks, and the ability to learn implicit groupings of users.

#### 7.1 Limitations and Future Work

A major limitation of this research relates to the relatively small sample size. With data from more individuals and with longer monitoring per person, it may be possible to build time series models for forecasting, which could be even more accurate and powerful if personalized. In the ideal case, we would like to be able to predict a person’s
wellbeing far into the future, rather than just one day in advance. Given the scope of the work undertaken here, there are many other aspects that could be enhanced. For example, the features were selected using a generic method that did not take the classifier type into consideration. We also do not use several features suggested by other work as important for mental health and wellbeing [34]. Future work will more deeply examine these cases and their interplay with a personal model. Further, we can also incorporate exciting new techniques for improving MTI in future, for example by combining the hierarchical Bayesian approach with deep neural networks (DNNs) [43], or training DNNs that are able to quickly adapt parameters in order to learn new tasks [44].

It is worth emphasizing that the presented algorithms could provide the ability to make predictions about a novel person who has not provided any self-report labels. If this person is willing to complete a personality inventory, predictions can be made immediately using the MTL-NN model. We note that the positive label is “Calm” so features with positive (negative) mean weights contribute to being more calm (stressed) tomorrow.
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