Multi-task Neural Networks for Personalized Pain Recognition from Physiological Signals
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Abstract—Pain is a complex and subjective experience that poses a number of measurement challenges. While self-report by the patient is viewed as the gold standard of pain assessment, this approach fails when patients cannot verbally communicate pain intensity or lack normal mental abilities. Here, we present a pain intensity measurement method based on physiological signals. Specifically, we implement a multi-task learning approach based on neural networks that accounts for individual differences in pain responses while still leveraging data from across the population. We test our method in a dataset containing multi-modal physiological responses to nociceptive pain.

1. Introduction

Pain is an unpleasant sensory and emotional experience associated with actual or potential tissue damage with sensory, emotional, cognitive and social components [1]. While self-rating pain assessment tools such as the numerical rating scale (NRS) or the visual analogue scale (VAS) are the most common measures of pain intensity used by clinicians and researchers [2], these methods only work when the subject is sufficiently alert and cooperative. Therefore, automatic recognition of pain is of increased interest in situations in which the severity of pain cannot be communicated, such as when the subject is either drowsy or unconscious, or in special patient populations with verbal and/or cognitive impairments.

While recent advances in automatic pain recognition have mainly focused on pain intensity prediction from behavioral cues such as facial expressions (for an example, see [3]), physiological signals can also be used for pain recognition [4], [5]. Specifically, pain has been shown to interact with the autonomic nervous system (ANS) [6] and hence to lead to changes in skin conductance (SC) and heart rate (HR) [4], [7]. While most previous automatic approaches for pain recognition have also used electromyograms (EMG) [5], [7], [8] or electroencephalograms (EEG) [9], the attachment of electrodes to the face and scalp is not suitable for practical applications. Skin conductance and heart rate, on the other hand, can be conveniently measured from wearable sensors placed on the wrist.

In this paper, we focus on the recognition of nociceptive pain using skin conductance and heart rate data. Since pain has been shown to elicit different physiological responses in different people (e.g. due to gender or age differences) [10], [11], [12], we adopt a multi-task learning (MTL) approach with person-specific outputs [13] to account for these individual differences in pain responses. Specifically, we implement a MTL neural network architecture with hard parameter sharing (see Figure 2) [14]. Our model is therefore able to account for individual differences while still learning from the data of other subjects through shared layers in the neural network.

The main contributions of this work are: (1) use of neural networks, (2) use of a multi-task learning approach, and (3) use of multi-modal data (skin conductance and heart rate) for personalized nociceptive pain recognition in healthy subjects.

2. Related work

While self-report by the patient is viewed as the gold standard of pain assessment, this approach fails when patients cannot verbally communicate pain intensity. Therefore, developing an objective, sensitive, specific, continuous, and online method to monitor pain has recently become a focus of work. To this end, many studies have explored different physiological indicators of pain. Variations in physiological parameters such as skin conductance [15], heart rate [16], blood pressure [17], pulse oximetry [18] and brain hemodynamics [19] have been characterized in different perioperative settings and in healthy human experimental pain models, in which the assay by which pain is assessed involves a nociceptive pain stimulus that can be electrical, thermal (heat, cold), mechanical (blunt, punctate pressure), or chemical (intranasal CO\textsubscript{2}, nociceptive substances) [20]. However, the majority of these studies examined the relationships between pain and a single parameter. Given that these physiological signals represent different systems, the parameters derived from them are complementary, rather than redundant [21].

To date, there are only a few works that have applied machine learning to the problem of automatic pain detection
using multi-modal data. For example, Chu et al. [22] used blood volume pulse (BVP), ECG and SC features in a linear discriminant analysis (LDA) classifier to discriminate between seven physiological states: five levels of electrical pain, pre-stimulaton and post-stimulation. Subsequently, k-nearest neighbor and support vector machine (SVM) classifiers were also applied to the same multi-modal data [4]. Walter et al. [7] used EMG, ECG, SC and EEG features to classify four levels of heat pain against baseline (no pain) using SVMs, in the BioVid Heat Pain dataset [23]. Gruss et al. [8] also applied SVMs to the same dataset, but only used EMG, ECG and SC features. These features have also been used in combination with behavioral features derived from video [24], [25], [26]. Recently, Kchele et al. [5] proposed a method for personalized prediction of pain intensity based on similarity measures, using EMG, ECG and SC features, together with meta-information.

3. Methods

3.1. BioVid Heat Pain Database

Our experiments were conducted with the BioVid Heat Pain database [23]. The experimental setup consisted of a thermode that was used for pain elicitation on the right arm. Before the data recording was started, each subject’s individual pain threshold (the temperature for which the participant’s sensing changes from heat to pain) and tolerance threshold (the temperature at which the pain becomes unacceptable) were determined. These thresholds were used as the temperatures for the lowest and highest pain levels ($T_1$ and $T_4$, respectively) together with two additional intermediate levels ($T_2$ and $T_3$), thus obtaining four pain levels. These temperatures were equally distributed in the range between $T_1$ and $T_4$, and never exceeded 50.5°C. For each subject, pain stimulation was applied 20 times for each of the 4 calibrated stimulation intensities ($T_1$ to $T_4$). Each of the different stimuli was applied for 4 seconds followed by a recovery phase randomized between 8-12 seconds (see Figure 1). Together with 20 baseline measurements ($T_0 = 32°C$), a total number of 100 stimulations were applied for each subject in randomized order. The following biosignals were recorded: (1) skin conductance, (2) electrocardiogram, (3) electromyogram. However, only the first two biosignals were used in this work. The dataset was pre-processed to extract windows of length 5.5 seconds starting 1 second after the target temperature was reached for each stimulation (see Figure 1). In total, the dataset contained 8700 samples of length 5.5 seconds from 87 subjects, equally distributed in 5 classes: no pain (baseline, BLN; corresponding to $T_0$), and pain levels $P_1$ to $P_4$ (corresponding to calibrated temperatures from $T_1$ to $T_4$). Therefore, the dataset contained 20 samples per class and subject.

3.2. Feature extraction

Noxious stimuli and the resulting pain affect the activity of the two branches of the autonomic nervous system: the sympathetic nervous system and the parasympathetic nervous system [6]. Changes in sympathetic and parasympathetic tone can be detected using computationally traceable measures of skin conductance and heart rate variability [27]. Based on previous work [24], we compute the following features of SC and ECG, with some novel additions. All features were computed on the pre-processed windows of 5.5 seconds, and were subsequently standarized.

3.2.1. Skin conductance. This is a measure for the electrical conductance of the skin based on the activity of the perspiratory glands. The skin conductance (SC) signal was measured from two electrodes positioned on the index and ring fingers. The following features were extracted: (1) maximum; (2) range; (3) standard deviation; (4) inter-quartile range; (5) root mean square; (6) mean; (7) mean absolute value of the first differences, that is, $mavfd(x) = \frac{1}{N-1} \sum_{i=1}^{N-1} |x_{i+1} - x_i|$; (8) mean absolute value of the second differences, that is, $mavfsd(x) = \frac{1}{N-2} \sum_{i=1}^{N-2} |x_{i+2} - x_i|$; (9) mean absolute value of the first differences of the standardized signal $x^* = \frac{x - \text{mean}(x)}{\text{std}(x)}$; (10) mean absolute value of the second differences of the standardized signal $x^{**}$; (11) skewness; (12) kurtosis.

3.2.2. Electrocardiogram features. The electrocardiogram (ECG), that is, the voltage generated by the heart muscle during heartbeats, was measured on the skin using two electrodes, one on the upper right and one on the lower left of the body. The ECG was first filtered using a Butterworth bandpass filter with frequency range [0.1, 250] Hz. This reduces noise and removes baseline drift. The R waves of the ECG were detected by an automatic algorithm based on Pan-Tompkins algorithm for QRS complex detection [28]. The inter-beat interval (IBI) signal was constructed...
from consecutive heart beats. Then, the following ECG features were extracted from the signal: (1) the mean of the IBIs; (2) the root mean square of the successive differences (RMSSD); (3) the mean of the standard deviations of the IBIs (SDNN); (4) the slope of the linear regression of IBIs in its time series; (5) the ratio of SDNN to RMSSD.

3.3. Multi-task learning with neural networks

Our algorithm employs neural networks, a nonlinear classifier in which each layer $i$ in the network performs the transformation $x_{i+1} = \sigma(W_ix_i + b)$, where $x_i$ represents the input of the $i$-th layer of the network ($x_0$ is the feature vector), $W_i$ and $b_i$ are the weight matrix and bias, and $\sigma$ is the activation function (here, rectified linear unit). The last layer of the network $x_N$ is fed to a sigmoid function that predicts the binary label $y$ corresponding to the input $x_0$.

In single-task neural networks (ST-NN), a backpropagation algorithm is used to minimize a single loss function (here, binary cross-entropy). Multi-task learning (MTL), on the other hand, involves the simultaneous training of two or more related tasks over shared representations. Therefore, a multi-task neural network (MT-NN) contains $M$ sigmoid classifiers, one for each task, and the optimization of the corresponding loss functions is done simultaneously.

In MT-NNs, MTL is typically done with either hard or soft parameter sharing of hidden layers [14]. In this work we use hard parameter sharing; therefore, our MT-NN architecture shares some hidden layers between all tasks. Like in Jaques et al. [13], the final layers are person-specific as can be seen in Figure 2. To regularize the network, we imposed an upper bound constraint on the norm of the network weights, applied dropout [29], and employed a validation-based early stopping strategy. The whole algorithm was implemented using deep learning frameworks TensorFlow 1.2.1 and Keras 2.0.6.

4. Results

Our experiments were conducted with the BioVid Heat Pain Database [23]. We first tested two commonly used single-task classifiers: logistic regression (LR), and support vector machine with both linear kernel (SVM-L) and radial basis function kernel (SVM-RBF). SVMs have previously been used for pain recognition in [4], [7], [8], [25]. The pain detection performance of these algorithms is summarized in Table 1, where classification accuracy is estimated via 10-fold cross-validation. The results indicate that SC features significantly outperform ECG features.

The performances of both the ST-NN and MT-NN algorithms are also shown in Table 1. In both cases, we optimized the number of hidden layers and layer units. The best performance was achieved with a simple, fully-connected architecture with two hidden layers. For the MT-NN, we defined one task for each subject in the dataset, and the network architecture consisted of one shared hidden layer and one task-specific hidden layer (see Figure 2). For pain levels $P_4$ and $P_3$, our MT-NN algorithm consistently outperformed any other algorithm, achieving a classification accuracy of 82.75% and 70.04% respectively (with both SC and ECG features). To put this in context, [24] reported an accuracy of 74.1% and 65.0% for $P_4$ and $P_3$ respectively. However, it must be noted that [24] also used EMG features, in addition to SC and ECG. In our work, we only used SC and ECG features.

5. Discussion

Most previous approaches to pain recognition are based on subject-independent, or population, models: a one-fits-all pain recognition model that merges all the data from...
the available training population. Unfortunately, population models often exhibit weak performance when applied to test data for new users due to inter-subject heterogeneity. In the context of pain, autonomic responses due to pain have been shown to vary across subjects due to subject-specific differences (e.g., gender) [10], [11], [12]. Therefore, in this work we investigated the use of multi-task learning to account for these subject-specific differences. Furthermore, we used skin conductance and heart rate features only, since these may be obtained from wrist-sensors, and therefore pain recognition methods based on these features may be used to develop a wearable device for pain monitoring that is suitable for daily use in clinical settings.

Our work has demonstrated that accounting for individual differences through MTL results in improved pain intensity recognition performance compared to other approaches (e.g., [24]), even though we only used SC and ECG features. Future work will explore how to better define the tasks (e.g., using similarity measures and meta-information [5]), extract better features, and will also investigate the validity of this approach in real clinical settings.
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